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ABSTRACT: Even when geologically based methods are used to determine fault
rock permeabilities and thicknesses for input into flow simulators, a wide range of
simplifying assumptions regarding fault structure and content are still present. Many
of these assumptions are addressed by defining quantitative and flexible methods for
realistic parameterization of fault-related uncertainties, and by defining automated
methods for including these effects routinely in full-field flow simulation modelling.
The fault effects considered include: the two-phase properties of fault rocks; the
spatial distributions of naturally variable or uncertain single-phase fault rock
properties and fault throws; and the frequencies and properties of sub-resolution
fault system or fault zone complexities, including sub-seismic faults, normal drag
and damage zones, paired slip surfaces and fault relay zones. Innovative two-phase
or geometrical upscaling approaches implemented in a reservoir simulator pre-
processor provide transmissibility solutions incorporating the effect, but represented
within the geometrical framework of the full-field flow simulation model. The
solutions and flexible workflows are applied and discussed within the context of a
sensitivity study carried out on two faulted versions of the same full-field flow
simulation model. Significant influence of some of these generally neglected
fault-related assumptions and uncertainties is revealed.
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INTRODUCTION

Over recent years it has become increasingly routine to apply
geologically based methods for calculating fault transmissibility
multipliers in full-field flow simulation studies of clastic reser-
voirs (e.g. Knai & Knipe 1998; Ottesen Ellesevet et al. 1998;
Manzocchi et al. 1999; Childs et al. 2002, Hollund et al. 2002;
Rivenæs & Dart 2002; Yielding 2002; Jolley et al. 2007; Myers
et al. 2007). These methods calculate multipliers for each fault
connection in the model based on local estimates of fault rock
permeability and thickness. Fault permeability is generally
determined from empirical correlations against fault rock shale
content, with the latter estimated from a fault surface clay
content proxy-property (often the Shale Gouge Ratio; Yielding
et al. 1997) for faults formed at different burial depths (e.g.
Manzocchi et al. 1999; Fisher & Knipe 2001; Crawford et al.
2002; Sperrevik et al. 2002). Fault rock thickness is estimated
from correlations against fault throw, perhaps also including a
secondary term governing lithological dependence (e.g. Hull
1988; Beach et al. 1999; Childs et al. 2007). These properties are
then combined with the permeability and geometry of the
juxtaposed cells to give a multiplier for each faulted connection
(see Manzocchi et al. 1999, for details).

Although this relatively new workflow is a significant ad-
vance on previous ad hoc treatments of fault transmissibility
multipliers since it ensures that the faults are plausible geologi-

cally, a host of simplifying assumptions are still present (e.g.
Hesthammer & Fossen 2000). The omission from the work-
flow of two-phase fault rock effects has received considerable
recent attention (e.g. Manzocchi et al. 1998, 2002; Fisher et al.
2001; Rivenæs & Dart 2002; Al-Busafi et al. 2005), but other
complications are known to occur naturally on faults but are
generally omitted from simulation models despite recognition
that they may have an influence. These include localized normal
drag or damage zones (e.g. Hesthammer & Fossen 2000;
Hesthammer et al. 2000; Shipton & Cowie 2001, 2003; Odling
et al. 2004), displacement partitioning onto paired slip surfaces
(e.g. Childs et al. 1997; Foxford et al. 1998) and the presence of
discrete fault relay zones (e.g. Dawers & Anders 1995; Huggins
et al. 1995; Childs et al. 1995).

In addition, natural faults are extremely variable in terms of
thickness, content and structure over small distances (e.g.
Childs et al. 1996; Foxford et al. 1998, Bonson et al. 2007), and
core analysis indicates that fault rock derived from the same
rocks under the same conditions can have permeabilities
varying over a couple of orders of magnitude (e.g. Gibson 1998;
Fisher & Knipe 1998, 2001; Sperrevik et al. 2002; Jolley et al.
2007). A correct representation of this heterogeneity depends
on the correlation length of the variability. Manzocchi et al.
(1999) assumed that the correlation length of the variability is
considerably smaller than the size of a simulation grid-block
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and, given this assumption, showed that the harmonic average
fault rock thickness and arithmetic average fault rock per-
meability from the assumed property distributions are appro-
priate for inclusion in the multiplier calculation. There are,
however, few field data on fault property correlation lengths,
which may therefore be considerably larger than the size of a
simulator grid-block. In this case, the expected variability
should, perhaps, be modelled stochastically and represented
explicitly in the simulation model (e.g. Flodin et al. 2001).

A further geological uncertainty generally not included in
simulation modelling sensitivity studies concerns fault juxta-
positions. A correct representation of fault juxtaposition is
generally considered to be the single most important fault-
related issue in most reservoir simulation studies, yet fault
throws can seldom be mapped with complete confidence.
Interpretations can be ambiguous, and the uncertainty of fault
throw depends also on the quality of the seismic data. Since
natural faults also show variability in fault throw along their
length at a higher frequency than the throw variations that
might be mapped in a subsurface reservoir (e.g. Muraoka &
Kamata 1983; Manighetti et al. 2001), it is likely that in many
instances insufficient throw variability is included in the simu-
lation model, exacerbating the overall uncertainty in fault
throw. Like the variability in fault rock properties, therefore,
sensitivity to variability in fault throw arising both from natural,
but seismically irresolvable, high frequency fluctuations should
be considered, as well as from possible lower-frequency mis-
interpretations. Another uncertainty derives from the well-
known issue that faults interpreted from seismic data often
have artificially high throw gradients at their tips, owing to
these portions of the fault being below seismic resolution (e.g.
Watterson et al. 1996; Yielding et al. 1996). In addition, a more
extreme manifestation of throw uncertainty is the suspected
presence of sub-seismic faults (e.g. Gauthier & Lake 1993;
Walsh et al. 1998), which are seldom included in anything other
than the simplest fashion in full-field simulation models.

The objectives of this paper are to discuss solutions to some
of these petrophysical and geometrical fault-related simplifica-
tions and uncertainties, and to assess in an example reservoir
what their implications on field-wide oil production might be.
An important aspect of the work is finding plausible quanti-
tative expressions to describe the features of interest (e.g. the
locations of relay zones of particular sizes on otherwise
continuous faults, or the fraction of fault throw accommodated
by a damage zone). A feature may be so complex or naturally
variable that it has been described only in qualitative terms in
the geological literature. However, if these features are to be
modelled systematically in an automated manner, equations
describing their frequency and/or geometry and/or petrophysi-
cal properties must be supplied. A familiar example of such an
expression is the recognition some 15 years ago that the
frequency of sub-seismic faults of particular sizes might be
predicted through extrapolation of the power-law population of
seismically resolvable faults (e.g. Childs et al. 1990; Heffer &
Bevin 1990; Westaway 1994). This paper presents flexible
expressions for defining stochastic populations of fault relay
zones, for defining the amount of fault throw accommodated
by ductile drag (or minor brittle faulting if a damage zone is
present) around faults of different sizes, and for defining
relevant two-phase fault rock properties from their absolute
permeability. Although they are plausible geologically, these
expressions are not the most accurate possible and their general
application is not necessarily advocated. In a similar way that
Manzocchi et al. (1999) presented an equation linking Shale
Gouge Ratio (SGR) and fault throw to fault permeability based
on scant public domain data, but advised that case-specific

information (ideally inverted from reservoir flow information)
should be used instead if possible, these new expressions are
often little more than first estimates for an engineering appli-
cation. A numerical tool needs a quantitative input expression,
and the equations should be considered within this context.

A second crucial aspect of the work is identifying a means of
representing the feature of interest in the simulator without
compromising unduly either the performance of the simulator
or the geometrical/petrophysical characteristics of that feature.
Manzocchi et al. (2002), for example, showed that two-phase
fault rock properties can be included through the use of
directional, irreversible pseudorelative permeability curves by
upscaling the effects of the two-phase fault rock properties into
the adjacent grid-blocks. This workflow (with a few modifica-
tions) has been implemented in the reservoir simulator pre-
processor applied in the present work. The workflow is not,
however, necessarily the optimum way of modelling two-phase
fault rock properties, and explicit fault rock grid-blocks with
extreme local grid refinements in and around faults should, in
principle, provide a more accurate solution (e.g. Manzocchi et
al. 1998; Rivenæs & Dart 2002). This, however, is impractical in
full-field simulation modelling, since the tools needed for
making and populating the locally refined grids are in their
infancy, and because these grids would reduce the speed of the
simulator tremendously. Therefore, a modified version of the
compromise workflow proposed by Manzocchi et al. (2002) is
used.

The compromise devised for representing the geometrical
aspects of the faults is through a process referred to as
‘geometrical upscaling’. This involves the definition of trans-
missibilities for connections that do not necessarily exist in the
simulation model, and modifications to those that do. For
example, if the throw on a fault at a particular location in a
simulation model is eight times larger than the thickness of the
cells, but this throw is halved in a particular realization of the
reservoir structure because of local stochastic throw uncer-
tainty, then the transmissibilities of the connections that exist
explicitly in the model are set to zero (since these juxtapositions
do not exist in the realization), and new, implicit, non-
neighbour connections defining the juxtapositions present in
the realization are added to the simulation input deck, with
transmissibilities representative of the thickness and per-
meability of the revised (lower throw) fault. This method,
which is described in detail later, can be used to represent both
modifications of the throws of faults on planar fault surfaces (as
discussed above), as well as the more complex, three-
dimensional flow paths arising from multiple slip surfaces or
relay zones. Since these features, although 3D, occupy only the
volume of grid-block close to its faulted edge, modelling their
effects in this manner (rather than by modifying the grid
geometry) ensures that volumetric artefacts are not introduced.
An additional, but significant, boon of using this method is that
although each realization of the reservoir structure might
contain a vastly different reservoir geometry in terms of fault
throws and cell juxtapositions, only a few input files listing
connection transmissibilities need to be changed in the simula-
tion model input deck to reflect the different structural realiza-
tion: the overall geometry of the simulation model is unaltered.

These new methods are illustrated and discussed within the
context of a sensitivity study on a synthetic reservoir model.
The model and the simulation results are summarized in the
following section. Discussions of the different structural reali-
zations used and a consideration of how these have influenced
production are then presented under the three, loose topics of
fault rock effects (including stochastic variations in fault per-
meability and deterministic inclusion of two-phase fault rock
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properties), fault throw effects (including throw uncertainty and
sub-seismic faults) and fault zone effects (including normal drag
and damage zones, paired slip surfaces and stochastic popula-
tions of fault relay zones).

MODELS AND RESULTS

The effects on oil production of the various fault-related
representations are assessed on two structural versions of the
same synthetic reservoir model taken from a large modelling
programme which is described elsewhere (see Manzocchi et al.
2008a for a synopsis). The 9 km � 3 km model is of a
wave-dominated shoreface orientated parallel to the long axis
of the reservoir and comprises four, 20 m thick parasequences
(Fig. 1). The sedimentology is modelled with a low aggradation
angle and hence the overall stratigraphy is approximately
layer-cake (Fig. 1a). The uppermost parasequence contains
poor quality coastal plain facies (horizontal permeability (kH )
of c. 3 mD; zero vertical permeability (kV )), with a few
good quality (kH�450 mD, kV�90 mD) distributory channels,

overlying high permeability (kH�850 mD, kV�160 mD)
upper shoreface facies. Lower parasequences are more distal,
and gradually pass into lower shoreface (k

H
�90 mD,

kV�1.65 mD) and transitional (kH�20 mD, kV =0) facies,
resulting in a downward decrease in both reservoir quality and
heterogeneity (Fig. 1b). Each parasequence-bounding surface is
cemented over 90% of its area, with the cements represented as
vertical transmissibility multipliers (Figs 1c, d). The two struc-
tural versions considered are of a non-compartmentalized
system of faults orientated predominantly perpendicular to the
waterflood direction (Structure A, Fig. 2a), and a more iso-
tropic, compartmentalizing system of faults (Structure B, Fig.
2b). The largest faults in each case have maximum throws
slightly less than the reservoir thickness (i.e. 80 m). The
reservoir model contains fluids based on those in the UK Brent
Province, and is developed through a voidage replacement
waterflood, using eight production and three injection wells.
The former are located at the crest or close to the mid-point of
the flank of the structure; the latter located in the water-leg

Fig. 1. Sedimentological characteristics of the simulation model: (a) facies associations; (b) horizontal permeability; (c, d) transmissibility
multipliers between layers 5 and 6 (c) and 10 and 11 (d) reflecting variably cemented parasequence boundaries. The model area is 9 km by 3 km
and is 80 m thick. The model is number 106 shown in Figure 6 of Manzocchi et al. 2008a.

Fig. 2. Overview of the two datum faulted models. The bottom layers are shown coloured by depth. Fault connections are coloured (a) by the
datum transmissibility multiplier in Structure A and (b) by the Shale Gouge Ratio in Structure B. Production wells are green, injection wells are
blue. Arrows indicate the approximate viewpoints for the indicated figures.
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(Fig. 2). These wells are positioned without reference to the
faults; hence the development is not conditioned to either fault
system. Production is simulated for up to 30 years, subject to
minimum well-specific and field-wide oil production rate cut-
offs. Further details of sedimentological, structural and reser-
voir engineering aspects of the models are given by Howell et al.
(2008), Manzocchi et al. (2008b), Matthews et al. (2008) and
Stephen et al. (2008).

Fault rock thickness (tf ) is determined throughout from fault
throw (df ) using the expression tf=df /170 (Manzocchi et al.
1999). Fault rock permeability (kf ) is determined as a function
of SGR (Yielding 2002) using the relationship kf=10�1.6�4SGR .
As shown later (Fig. 9), this is broadly representative of
laboratory measurements of phyllosilicate framework fault
rocks from North Sea Brent Province reservoirs (Jolley et al.
2007). The transition from juxtaposition-dominated production
behaviour to fault rock-dominated behaviour in the suite of
models from which this one derives occurs over a permeability
range of approximately two orders of magnitude, and the
datum permeability model used in this study is situated close to
the centre of this range (Manzocchi et al. 2008b). Hence, for
more permissive permeability models, the behaviour of the two
structures (A and B) is fairly similar. In less permissive ones the
compartmentalization of Structure B is of paramount impor-
tance, and the performance of Structure B reservoirs is much
worse than Structure A reservoirs, within which tortuous flow
paths from injectors to producer exist around the faults
(Manzocchi et al. 2008b). Therefore, one can expect that oil

production in the reservoirs will show more sensitivity to details
of the fault systems given the datum fault permeability model
used in this study than they would, for example, if a more
permissive reference property model were used (the datum case
used in this study was selected precisely for this reason).

Results considered in this study derive from 84 simulation
models for each of the two structures, and each model includes
a single fault-related factor generally omitted from simulation
studies (Figs 3, 4). That combinations of these factors have not
been considered within a single model has the advantage that
the effect of the specific factor can be isolated, but has the
disadvantage that the suite of models are not capturing the full
extent of likely variability in production response. Since the
objectives of this study are to describe methods for including
these factors and to discuss their effects, the approach taken is
appropriate. Some factors are modelled entirely deterministi-
cally (e.g. the two-phase fault rock properties or the damage
zones) and, for these, different models have been simulated
based on different geological input assumptions. Other factors
also include a stochastic component (e.g. the permeability
variability and throw uncertainty). The results for these are
shown for different model realizations (usually six, but some-
times three) derived from different geological assumptions. The
simulation input for each case was prepared in TransGen, the
authors’ fault property simulator pre-processor, and the flow
simulations were run in Eclipse.

As well as by comparison with the datum case, which
contains the same permeability predictor but in which all

Fig. 3. Oil production rates and total oil production profiles for (a, b) Structure A and (c, d) Structure B reservoirs. The curves are coloured
by the effects indicated on the legend in (a). The numbers in parentheses for the permeability variability cases refer to the standard deviations
of the two distributions used.
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additional factors are omitted, it is useful to compare the results
with models in which fault permeabilities are one order of
magnitude more and less permissive than the datum case.
Recovery factors for the Structure A versions of these reference
models are 41.6% when the more permissive case is used,
41.9% using the datum case and 40.4% using the less permis-
sive case (the higher recovery factor for a lower permeability
case is because of increased sweep efficiency, and is discussed in
detail by Manzocchi et al. 2008b). The same three cases have
recovery factors of 42%, 37.5% and 9.8% when the reservoir
contains the Structure B fault system.

Field-wide oil production curves for all models are shown in
Figure 3, colour-coded by the factor considered. Figure 4
summarizes the results with respect to total oil production and
to total discounted oil production calculated using a discount
factor of 10% per year. A few general observations can be made
from Figure 4 before individual cases are discussed in the
following sections. Inclusion of some features can have a
significantly larger effect on production than changing the

deterministic fault rock permeability model by an order of
magnitude. The different cases have more of an impact in
absolute terms on the compartmentalized Structure B reservoir,
but when compared with the range spanned by the more and
less permissive reference cases, the total ranges are similar. The
effects of the factors can be both detrimental or beneficial, and
different factors can have different effects, depending on
whether the discounted or non-discounted production is con-
sidered for a particular structure, as well as depending on the
structure itself (Figs 4e, f).

FAULT ROCK EFFECTS

It has been suggested on theoretical grounds that two-phase
fault rock properties should have an increasingly significant role
in production from faulted reservoirs as capillary forces become
relatively more significant (e.g. Ringrose et al. 1993; Ringrose &
Corbett 1994; Manzocchi et al. 1998, 2002; Fisher & Knipe
2001). To date, however, effects of two-phase fault rock

Fig. 4. Total oil production after 30 years and total discounted oil production for the (a, b) Structure A and (c, d) Structure B reservoirs. Note
that different scales are used on each graph. Colours correspond to those used in Figure 3, and the numbers (1, 2, 3, 4) refer to the different
parameterizations of similar effects discussed in the text. The vertical lines show the datum case in black and the other two reference cases in
grey. The two-phase fault rock property and damage zone/drag cases are different deterministic cases, while results are shown for three or six
realizations of the stochastic cases. (e, f) Cross-plots of total oil production against discounted oil production for the two structures, using the
same colour scheme. The error bars span the total range obtained in all realizations of each case (numbered as in a–d). The dashed lines show
the datum case, and the black crosses in (f) reproduce the averages for Structure A.
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properties have been investigated only in more-or-less con-
trived small-scale models (e.g. Ringrose et al. 1993; Manzocchi
et al. 1998, 2002; Rivenæs & Dart 2002; Al-Busafi et al. 2005;
Berg & Øian 2007). The example reservoirs used in this study
– although synthetic – contain scales, rates, fluids and pressures
representative of real reservoirs (Manzocchi et al. 2008a,
Matthews et al. 2008) and are, therefore, a good test of whether
two-phase fault rock properties may, indeed, be of practical
significance. The workflow used to allow routine inclusion of
two-phase fault rock properties in the simulation models is
described below, and the results for three different input
assumptions discussed.

The second set of fault rock effects investigated relate to
spatial variability in single-phase permeability. Permeability is
assumed to follow the datum kf /SGR relationship, but, at any
particular SGR, to be distributed log-normally according to
different variability magnitudes. These distributions are mod-
elled stochastically over the fault surfaces using different
models for the correlation lengths of the variability. The results
show sensitivity to both the correlation length and magnitude
of the variation.

Effects of two-phase fault rock properties

Effects of two-phase fault rock properties are included using a
generalized and streamlined version of the workflow proposed
by Manzocchi et al. (2002). In this workflow, expressions
defining two-phase fault rock properties (saturation-dependent
relative permeability and capillary pressure curves for faults in
either the drainage or imbibition cycles) are defined as input. In
the present study, the relationships proposed by Manzocchi

et al. (2002) define the datum set of two-phase properties
referred to as Case 1 (Fig. 5). In Case 2 the capillary pressure
curves are modified to reflect more poorly-sorted fault rocks
(Fig. 5b) and, in Case 3, the fault rock oil relative permeability
curves are made dependent on the intrinsic fault rock per-
meability (Fig. 5c). Further details of the equations used in the
three cases are given in Appendix A.

The two-phase fault rock properties are used in conjunction
with static model properties, and across-fault flow rates read
from simulator restart files to derive upscaled pseudorelative
permeability functions for cell faces adjacent to faults (Table 1).
The upscaling (or pseudoization) is performed using the ana-
lytical solution, based on work by Marle (1981) and Dale et al.
(1997), shown schematically in Figure 6. The volume of interest
comprises a reservoir grid-block and a narrow volume of lower
permeability fault rock at the downstream edge of the block.
The objective of the pseudoization is to determine the upscaled
relative permeability functions of the system for the particular
oil and water properties and flow rate present.

Consider the red curve in Figure 6a. Assume that the water
saturation at the downstream edge of the fault rock is known
(Sw1 in Fig. 6a) and that a particular fractional flow (fW ; the
fraction of the total flow occupied by the water phase) is active.
A system of governing equations then defines the saturation
profile in the fault rock as a function of the oil and water
viscosities, total flow velocity, and single- and two- phase fault
rock properties present (Dale et al. 1997). This results in water
saturation Sw2 in the fault rock at the interface with the grid-cell
(Fig. 6a). By assuming capillary pressure equivalence (at a value
of PC2 ) between the fault rock and the reservoir rock across

Fig. 5. Input two-phase property cases.
(a, b) Capillary pressure curves for
three different fault rock permeabilities
(indicated by colour and labelled in b)
used in (a) Cases 1 and 3 and (b) Case
2. The upper curve in each case is the
drainage one and the lower curve the
imbibition one. (c) Permeability-
dependent oil relative permeability
endpoint used in Case 3, compared to
the constant endpoint used in Cases 1
and 2. See text and Appendix A for
details.

Table 1. Derivation of the parameters needed to include the two-phase fault rock properties in the simulation models

Parameter Derivation

The flow rate (Darcy velocity) across the faulted connection. Derived from information contained in the static model and in the simulator restart files.
The permeability, porosity and length of the upstream
grid-block.

Contained in the static simulation model. The upstream grid-blocks are identified from the
flow rate information. Zero-flow rate directional pseudos are calculated and assigned to the
relevant faces of downstream grid-blocks.

The relative permeability and capillary pressure functions of
the upstream grid-block.

Contained in the simulation model input deck.

The permeability, porosity and thickness of the fault rock. Calculated according to user-defined relationships (in these models as functions of throw and
SGR).

The relative permeability and capillary pressure functions of
the fault rock.

Calculated as a function of the single-phase fault properties according to user-defined
relationships.

The hydrocarbon-water contact and fluid viscosities and
densities at reservoir conditions.

Contained in the simulation model input deck.

The upscaling method used. Depends on whether the fault connection is in the drainage or imbibition cycle. This is
determined from the original hydrocarbon–water contact, the oil and water densities and the
local capillary threshold pressure of the fault rock. The last of these is determined from the
drainage fault rock capillary pressure function at an effective water saturation of 1.0.
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this interface, the water saturation at the downstream edge of
the grid-block (Sw3 ) can be established (Fig. 6b). Once this is
known, the saturation profile in the grid-block can then be
derived as far as the inlet of the cell (Sw4; Fig. 6a). Hence, the
saturation profile in both media can be established for this
fractional flow, provided that the saturation at the downstream
edge of the fault rock (Sw1 ) is known. Dale et al. (1997) were
concerned with steady state flow in periodically heterogeneous
media and, therefore, they converged on a value of Sw1 such that
the capillary pressure at the inlet (i.e. PC4, related to Sw4 in the
cell) is equal to the capillary pressure at the outlet (PC1, related to
Sw1 in the fault rock). Since the geometrical boundary conditions
relevant to the problem here are different, it is assumed that the
capillary pressure at the outlet (PC1 ) is equal to the capillary
pressure at the asymptotic saturation of the grid-block (Sw0). Sw0
is equal to the water saturation that would be present immedi-
ately downstream of the fault if the reservoir rock here has
identical properties to the reservoir rock on the upstream side
of the fault for the flow velocity and fractional flow present, and
if the two-phase effects of any faults downstream of the fault in
question do not influence this interface. These factors are an
obvious simplification of the reservoir conditions; however,
they are a reasonable engineering compromise maintaining a
relatively simple workflow involving only one grid-block.

Once the saturation profile has been established, the oil and
water phase permeabilities at any point in the volume of interest
are determined from the input functions for the cell and fault
rock, and a harmonic average then yields the effective phase
permeabilities. These are converted to pseudorelative perme-
abilities by normalizing against the effective intrinsic per-
meability and are indexed to the pore volume-weighted average
saturation of the volume of interest. This results in the defini-
tion of one point on the oil and water pseudorelative per-
meability curve (Fig. 6c). Repeating the process for fractional

flows in the range 10�12#fW#1�10�12 defines the pseudo-
relative oil and water permeability functions for SwC<Sw<SwOR .
Determination of the endpoint saturations and pseudorelative
permeabilities requires special treatments not discussed here
(see Badley Geoscience 2004 for details).

The procedure described above is appropriate if the fault
rock capillary pressure is zero when the effective water satura-
tion is 1.0; i.e. if the fault is in the imbibition cycle. The
procedure is slightly more complex if the fault rock is in the
drainage cycle since, in this case, the capillary pressure in
the fault must exceed the capillary threshold pressure of the
fault rock (PCT in Fig. 6e) for the fault to be permeable to oil.
The same procedure as in the imbibition cycle is used for
profiles in which the capillary pressure at the interface between
the reservoir rock and the fault rock is greater than the capillary
threshold pressure of the fault rock (Swx in Fig. 6d). These
profiles (blue and red curves in Fig. 6d) all have fW<1 , and
result in k�ro>0 (Fig. 6f). A number of further curves (green,
purple, yellow in Fig. 6d) are generated by varying the capillary
pressure at the interface between the reservoir rock and fault
rock in the range PcT$PC$1 Pa for a constant fractional
flow of 1.0. This defines the portion of the pseudorelative
permeability curve for k�rw over which k�ro=0 (Fig. 6f).

The upscaled solutions, which have been checked extensively
against those obtained numerically (e.g. Manzocchi et al. 2002),
depend on eight local parameters. The first four are the
permeability, thickness, length (perpendicular to the faulted
face) and two-phase property functions of the upstream grid-
block (six different facies associations are present in the models,
each of which is assigned a different set of cell-scale relative
permeability functions). The final four are the permeability and
thickness of the fault rock, the across-fault flow rate and
whether the fault connection is in the imbibition or drainage

Fig. 6. Schematic cartoon of the analytical upscaling method used for fault faces in (a–c) the imbibition cycle and (d–f) the drainage cycle. The
cell is shown in white and the fault rock in grey (a, d). The saturations and capillary pressures labelled in (a) and (b) refer to points on the red
saturation profile shown in (a) and are discussed in the text. The red and blue vertical lines in (b) represent the capillary equilibrium points across
fault rock to reservoir rock interfaces related to the red curve in (a). The coloured points in (c) and (f) are oil and water pseudorelative
permeabilities derived from the saturation profiles shown in equivalent colours in (a) and (d). See text for discussion.
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cycle. Note that there is no separate dependence on the
two-phase fault rock properties since, in the procedure used,
these depend exclusively on the intrinsic fault permeability (see
Appendix A). As it is impractical to calculate a unique solution
for each of the 10 000+ fault connections in a faulted simula-
tion model, groupings of connections sharing identical (for the
discrete variables) or similar (for the continuously varying
properties) parameters are identified. Additionally, since across-
fault flow rates can vary over the course of a model run, greater
accuracy can be achieved if the pre-processor and the simulator
are used iteratively. For the models discussed in this paper, sets
of about 800 pseudorelative permeability curves are generated
based on the across-fault flow rates at particular times in the
simulation run (e.g. Fig. 7), and the simulator is then restarted
using these updated functions. This process is repeated up to
eight times over the field life, ensuring that the upscaled
pseudorelative permeability functions are appropriate for the
constantly changing reservoir conditions. The functions them-
selves are included in the simulation model as directional
irreversible curves, implying that they are used only for flow
across the fault connections in the specified directions (e.g.
Fig. 7).

The results (Figs 3, 4) show modest reductions in oil
production using the datum set of two-phase properties (Case
1), with a further decrease as a function of the modified
capillary pressure curves (Case 2), and a much more significant
effect if the oil relative permeability decreases at lower intrinsic
fault permeabilities (Case 3). Given the scarcity of laboratory
measurements of two-phase fault rock properties, it therefore

appears that they can impart considerable uncertainty in pro-
duction from faulted reservoirs. It is likely, however, that as
more data are obtained the range of plausible input functions
can be narrowed, thereby reducing the uncertainty range
suggested by the results presented.

Effects of the spatial variability in single-phase
permeability

The assumption made implicitly when using a single determin-
istic relationship between SGR and permeability is that the
correlation length of permeability variability is considerably
smaller than the size of a grid-block. The deterministic per-
meability therefore represents the arithmetic average of the
heterogeneous distribution (Manzocchi et al. 1999). Since there
is a paucity of geological data on correlation lengths of fault
rock properties, this assumption may be wrong and its impli-
cations on production have been explored. Models with fault
permeability varying stochastically over larger correlation
lengths have been conditioned to random fields containing the
standard normal distribution (i.e. with a mean of 0.0 and a
standard deviation of 1.0). The random fields have been
generated with Gaussian variograms using three different cor-
relation length models. In each model the vertical correlation
length is ten times smaller than the horizontal ones which are
300 m (Case 1; Fig. 8a), 1 km (Case 2, Fig. 8d) or 5 km (Case 3,
Fig. 8b). Two different distributions of fault rock permeability
have been considered for each correlation length, with fault
rock permeability at a particular SGR assumed to be distributed

Fig. 7. Example of the two-phase workflow updated for the fourth time (11 years into the field life) for Case 2 in Reservoir A. Faults are
coloured by Darcy velocity, and cells by index to the irreversible directional relative permeability tables determined for flow out of cells in the
X+ direction. Where the face of this cell is unfaulted (or is not connected to any active cells) the input tables (1–6) are used, but new tables
(7–811) are assigned when the face is faulted. Three other sets of indices control flow in the X�, Y+ and Y� directions, while the input tables
control flow in the Z and Z� directions. See text for discussion.
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log-normally with a standard deviation of log10kf of 0.5 or 1.0
(e.g. Fig. 9). The pre-processor combines the correlated random
field with the deterministic fault permeability model to generate
the final correlated permeability fields (e.g. Fig. 8d). The
resultant permeability fields have the same arithmetic average
permeability as the deterministic relationship (Fig. 8c) but, since
kf is assumed to be log-normally distributed, lower median
values (i.e. geometric averages; Fig. 9b). Six realizations of each
of these six distribution models were simulated on each
structure (Figs 3, 4).

The influence on production of the different models (Fig. 4)
shows some quite subtle effects. Oil production on average
decreases relative to the datum models for Cases 1 and 2, and

then increases again for Case 3. Accompanying this increase at
the largest correlation length is a significant increase in the
variability between realizations. The same overall trends are
observed from both reservoirs and, unsurprisingly, are more
marked when the modelled permeability distribution is broader.
For the lower correlation length models, flow across particular
faults is focused preferentially through the higher permeability
regions, and the initial decrease in production reflects the
presence of locally more poorly swept areas upstream of
lower permeability regions. As the correlation length of the
variability increases to approach or exceed the lengths of faults
(in the non-compartmentalized Structure A reservoirs) or of
compartment-bounding fault segments (for the Structure B

Fig. 8. Examples of the correlated random fields with horizontal correlation lengths of (a) 300 m and (b) 5 km shown for Structure B. (c) The
deterministic fault permeability is a function of the fault throws and cell Vshale (in these models the net:gross ratio is used as a proxy for this).
(d) Fault permeability modelled as a function of SGR but conditioned to the correlated random field shown (with a horizontal correlation length
of 1 km) according to Case 2 (i.e. the standard deviation of log10kf =1.0).

Fig. 9. (a) Realizations of fault
connection permeabilities as a function
of SGR for models using Case 1 (Blue)
and Case 2 (Green). The red data show
laboratory results for drill core samples
of Brent Group reservoirs for burial
depths in the range 3–3.7 km (from
Jolley et al. 2007). The two grey lines
show the deterministic reference cases
one order of magnitude more, and less
permeable than the datum case (shown
in black). The green and blue lines
show the geometric average
relationships for the realizations. (b)
Probability density functions for fault
permeability extrapolated to SGR=1.
Realizations have the same arithmetic
average permeability as the datum case,
but their geometric average (which
corresponds to the median value at a
particular SGR) is lower.
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reservoirs), the faults themselves are less heterogeneous at
smaller scales, which means that the effect discussed above is
subdued. Instead, the average permeability of the fault or
fault segment becomes the important control, and the range of
behaviour is wider since it depends on whether the faults
or fault segments that are critical to the flow paths have
sampled the upper or lower portions of the overall permeability
distribution.

FAULT THROW EFFECTS

Two distinct types of fault throw effects are considered. The
first is uncertainty in interpreted fault throw. Possible errors in
the interpreted throw are modelled using correlated random
fields to mimic an uncertainty on throw of �10 m. The results
are presented from six realizations each for three correlation
lengths of possible error. The second fault throw effect
considered is the inclusion of sub-seismic faults. Although the
models are of synthetic reservoirs, both structures derive from
seismic interpretation of natural fault systems (see Manzocchi
et al. 2008b for details) and, like all models of natural reservoirs,
they are therefore subject to resolution effects. Three realiza-
tions each of two sub-seismic populations are considered for
each structure. The frequencies and sizes of the sub-seismic
faults are conditioned to orientations and populations of the
seismically resolved faults, but their locations are assigned
randomly. The largest faults added have maximum throws of
about 10 m and the smallest of 2 m (which is half of the height
of the cells in the models). The effects of both juxtapositions
and fault rocks (using the same SGR and throw dependencies
as for the faults included explicitly in the model geometry) of
the sub-seismic faults are included in the simulation models.

The results (Fig. 4) show that the effects on production of
some of these representations can be severe and may impact
production in both a positive or negative sense (or, in the case
of the sub-seismic faults in the Structure A reservoirs, either
positively or negatively depending on whether the oil produc-
tion index considered is discounted or not; Fig. 4e). Before
discussing geological and methodological details and results
further, it is necessary to describe the basic method (which is
termed geometrical upscaling) used to include in the simulation
models both the fault throw effects described in this section
and the fault zone effects described in the subsequent section.

Geometrical upscaling

The purpose of simulator fault property pre-processors is to
calculate transmissibilities for each across-fault connection
representative of the particular model of the fault rock present
at each location (e.g. Fig. 10a). These transmissibilities are then
included in the simulator using appropriate keywords defining
multipliers on, or replacements for, the transmissibilities calcu-
lated by the simulator, which are a function only of the geo-
metry and properties of the juxtaposed cells (e.g. Schlumberger
2005). For example, the transmissibilities of the stack of faulted
connections shown in Figure 10b derive from the geometrical
arrangement and properties of the two stacks of cells shown in
Figure 10c, and from the modelled permeabilities and thick-
nesses of fault rock within this surface. In this particular
example, each cell is connected to three cells on the other side
of the fault (Fig. 10b). In Figure 10d the across-fault connec-
tions associated with the hanging-wall cell in layer 7 (i.e. the cell
highlighted by thicker edges) are coloured by transmissibility
values in the footwall cells they apply to. Hence, Figure 10d
contains the same information as Figure 10b, but for only one
of the footwall cells in the stack of cells.

Geometrical upscaling is referred to as the process of
representing at the resolution of the simulation model the
transmissibilities associated with a similar (but different) fault
surface model or with a higher resolution fault zone model. In
Figure 10e, for example, the throw on the fault shown in Figure
10d is reduced by 7 m. Given exactly the same fault rock
permeability and thickness predictors, this has the effect that
the hanging-wall cell in layer 7 is now connected to the footwall
cells in layers 9 and 10 with the transmissibility values indicated
by colour in Figure 10e. These connections and their transmis-
sibilities can be represented in the original simulation model
(which contains the geometry shown in Figs 10a–d) by: (a)
resetting to zero the transmissibilities between the reference cell
and footwall cells in layers 11 and 12 (since these connections
do not exist in Fig. 10e); (b) redefining the connection
transmissibility to footwall layer 10 (since this connection exists
in both the original and revised model geometries); and (c)
adding an entirely new connection (with the appropriate trans-
missibility value) between the hanging-wall cell in layer 7 and
footwall cell in layer 9. That this final connection has no
existence in the simulator model geometry (and therefore
cannot be represented graphically in Fig. 10b) is irrelevant: if
instructed to do so, the simulator will treat it in exactly the same
way as any cell-to-cell connection that does exist. The pro-
cedure is applied to each layer in the model, and to each stack
of across-fault connections that are modified.

The process discussed above technically is not upscaling
since there is no difference in resolution between Figures 10d
and e. However, the same basic approach can be used to
represent three-dimensional fault zone geometries (including
associated fault rock properties) within the lower resolution
geometrical framework of the simulation model. Figure 10f, for
example, shows the geometry that would be present were the
single fault surface contained in the simulation model (i.e. Fig.
10d) actually to consist of a pair of slip surfaces each containing
50% of the total throw. The highlighted cell (i.e. hanging-wall
layer 7) in this higher resolution model is connected physically
to three layers within the fault-bounded lens. The transmissi-
bility of each of these connections can be calculated as a
function of the geometry and properties of the highlighted cell,
of each narrow lens cell, and of the permeability and thickness
of the fault rock in the fault segment that separates them. Each
of the three cells in the fault-bounded lens, however, is also
connected to one or more other cells on both the footwall and
hanging-wall sides of the fault zone. The net result is that, via
the fault-bounded lens, the highlighted cell is now connected to
five cells on the footwall side of the fault (layers 9–13) and four
cells on the hanging-wall side (layers 5, 6, 8 and 9). With the
exception of the two cells immediately above and below the
reference cell, the transmissibilities of each of these flow paths
are indicated by colour in Figure 10f, and can be included in the
simulation model using replacements, deletions and introduc-
tions of connection transmissibilities as discussed above. The
reason for not including the transmissibilities associated with
the two vertical neighbour connections is that these connec-
tions already exist in the parent model geometry and, except
under very rare circumstances, flow paths in the fault zone have
only a negligible effect on the transmissibilities (calculated by
the simulator) between these cells.

A second fault zone example is shown in Figure 10g. In this
case an unbreached relay zone is present on the fault, and many
more cells are now connected to the highlighted cell than in the
paired slip surface example (Fig. 10f). This increase is because
the difference in dip of the ramp relative to the cells implies that
each cell in the ramp is connected to more cells in both the
footwall and hanging-wall cell stacks. The connection between
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the highlighted cell and the cell in layer 7 in the footwall has a
much larger transmissibility than the others. This is because one
of the many pathways through the relay zone between these
two cells is the only across-fault pathway associated with the
reference cell that does not pass through low permeability fault

rock. In this example, the vertical planes labelled w, x, y and z
on Figure 10g are drawn for clarity and do not imply the
presence of faults. Hence, the flow path in question is through
these four planes (within layer 7). Discrete fault offsets can
be included on one or both of the x and y planes if instructed

Fig. 10. Illustration of the geometrical upscaling method. (a) The datum across-fault transmissibilities for Reservoir A. (b) A close-up of the fault
indicated by the arrow in (a). (c) A close-up of the row of cells indicated by arrows in (b), coloured by cell permeability. (d) The geometry of
the two cell stacks indicated by arrows in (c), coloured by transmissibility for the cells connected to the one highlighted by thicker edges. (e) As
(d), but for the situation where the throw on the fault is reduced by 7 m. (f) As (d), for the situation where the fault is represented by two closely
spaced faults, each accommodating half the aggregate throw. (g) As (d), but for the situation where an unbreached relay ramp is present on the
fault. (h) Locations of stochastically placed relays are shown in green for a realization of the low relay density case (Case 1). Note that the size
of any of these ramps is a function of the local throw and does not cover the entire length of the fault face. The highlighted stack of fault
connections is the one shown in (g). (i) Locations of sub-seismic faults added in a realization of the low-density case (Case 1) are shown in yellow.
(j) Across-fault transmissibilities associated with the highlighted cell. This stack of cells is a close-up of the sub-seismic fault indicated in (i). See
text for discussion.
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(Fig. 10g), in which case the relay would be singly or doubly
breached and no flow paths through it, avoiding faults, would
be possible. Flexible input of the fault zone geometry allows the
inclusion of a continuum of structures ranging between the two
shown (Figs 10f, g) as well as others, allowing transmissibilities
associated with realistic models of fault zone geometries to be
included in the simulation model without the need for local grid
refinements. The flow properties of the lens or ramp cells (Figs
10f, g) are inherited from their source cells, but may be
modified subsequently to represent damage. Additionally, the
properties of the cells themselves can be modified locally to
reflect damage in the walls of the fault. Models using both types
of modification are described in the following section.

The discussion above has centred on the method applied to
faults that exist explicitly in the geometry of the simulation
model; however, exactly the same approach can be applied
where no fault is present. For example, Figure 10i shows in
yellow the locations of cell edges that are not fault-bounded in
the simulation model, but have been assigned fault offsets in
the pre-processor to represent a possible population of sub-
seismic faults. The offset associated with the highlighted cell
edge in Figure 10i is shown in Figure 10j. In this example, the
highlighted cell is connected to three cells in the footwall, but
only one of these connections exists explicitly in the model
geometry. The transmissibility of this connection is lowered to
reflect the reduced juxtaposition area and presence of fault rock
in the higher resolution model (Fig. 10j), and the transmissibili-
ties of the other two connections are added to the simulation
input deck. Using pre-processor output files generated in this
way, the overall geometry of the simulation model does not
need modifying to include fully both the juxtaposition and
fault-rock effects of the sub-seismic faults.

Effects of uncertainty in fault throw

The automated methods discussed above provide an easy
means of including in a version of the simulation model effects
of high frequency throw variations, of general uncertainty in
throw, or of more targeted throw interpretation ambiguities.
The first two of these are examined, by applying globally a 10 m
uncertainty on fault throw. The procedure used is fairly similar
to that used to model the correlated fault permeability varia-
tions discussed in the previous section. A series of correlated
random fields (in this case two-dimensional) are used to
condition the distribution in throw error. These have corre-
lation lengths of 300 m (Case 1), 1 km (Case 2) and 5 km (Case
3). The error in throw is assumed to be distributed normally,
with a mean of 0 m and a standard deviation of 10 m. This
implies that throws are just as likely to increase as decrease
from those contained explicitly in the model, and that along

38.3% of the fault lengths, throws will be within 5 m of their
explicit value, and along 68.3% of the length they are within
10 m. The distribution implies that throws will be altered locally
by 20 m or more over about 5% of the trace length.

The simulation results for these cases more or less mirror
those for the cases with correlated variability in fault per-
meability (Fig. 4). Progressive increases in oil recovery are
shown for Cases 1 and 2, which then reduce (on average) for
Case 3, accompanied by a large increase in variability among
individual realizations. The increased oil production for the low
correlation length models can be attributed to a beneficial effect
overcoming two detrimental ones. The beneficial effect is that
high frequency throw variations mean that individual faults or
compartment-bounding segments are more likely to contain
favourable juxtapositions through which flow can be focused
preferentially. This will tend to increase production rates at the
expense of sweep efficiencies. The first detrimental effect is the
reduction in sweep efficiency alluded to above. The second is
that there is slightly more fault rock present in these models
overall than in the datum model, since a fault which has an
explicit throw of less than the modelled local error (and if this
local error decreases the throw) will reverse its displacement
sense. At larger correlation lengths the average behaviour of the
realizations is similar to the datum model for both structures,
but the wide range of responses is a reflection of whether or
not the modified throws on the critical faults or fault segments
are more or less favourable to production than they are in the
deterministic case.

Effects of sub-seismic faults

Two models of sub-seismic faults are considered and three
relaizations are used for both. In these cases the populations of
faults present explicitly in the simulation model are extrapolated
to smaller throws using length-to-throw ratios representative of
the larger faults (see Manzocchi et al. 2008b, for details of the
fault populations represented explicitly in the simulation mod-
els). Two extrapolation models are used (e.g. Fig. 11a) and the
locations of faults in one of the lower density (i.e. Case 1)
realizations is shown for Structure A in Figure 10i. The
sub-seismic faults result in an approximate doubling (Case 1) or
trebling (Case 2) of the number of faulted cell edges in the
models (Fig. 11b). However, since they have small throws, the
total fault rock present in the reservoirs is increased by only
about 4% (Case 1) or 20% (Case 2). The faults are placed
randomly with orientations conditioned to the orientation of
the explicit faults, and their juxtaposition and fault rock effects
are included using the methods discussed above.

The sub-seismic faults have a much larger effect in Structure
A, where they show counterintuitive increases in total oil

Fig. 11. (a) Fault throw and length
populations for the deterministic
Structure A reservoir (black) and for
realizations of the low (green, Case 1)
and high (red, Case 2) sub-seismic fault
density cases. (b) Fraction of horizontal
cell edges in the model offset by faults
of specific sizes for the cases shown in
(a). Population curves are the same at
throws >10 m and at lengths >1500 m.
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production but decreases (particularly significant for Case 2) in
discounted production (Fig. 4). Following the arguments of
Manzocchi et al. (2008b), these trends can be rationalized by
considering the effects of the faults on sweep efficiency (which
they will increase) and flow rate (which they will decrease).
Total recovery depends chiefly on the former and thus in-
creases, while discounted recovery relies more on the achiev-
able flow and thus decreases. These effects are manifest in
Figure 3a, where the lower than average production rates in the
first ten years are compensated by higher than average ones in
the final twenty years. These reservoirs have become compart-
mentalized by the higher density sub-seismic fault cases (Case
2) and, although their production is not as poor as for the
Structure B reservoirs (since the compartmentalizing faults are
small and therefore have narrower fault rocks), their production
profiles (Fig. 3a) tend towards the more linear profiles obtained
in the bulk of the Reservoir B models (Fig. 3b).

The Structure B reservoirs containing sub-seismic faults
show only very modest changes with respect to the datum case
(Fig. 4). This is because these reservoirs are already compart-
mentalized, and the amount of fault rock added to the system
is small compared to that present in the datum model. Hence,
the preferred flow paths in these reservoirs are neither altered
nor impeded significantly. This contrasts with the Structure A
reservoirs, since tortuous flow around faults provide the
preferred flow paths for these low fault permeability models,
and the potential for tortuous flow is disrupted (Case 1) or
negated (Case 2) by the sub-seismic faults.

FAULT ZONE EFFECTS

The previous sections have described results from simulation
models addressing the assumptions that fault rock permeability
can be represented adequately by a particular deterministic
function ignoring two-phase properties; and that the fault
throw included explicitly in the simulation model geometry is
correct and sufficient. This section focuses on the geometry of
the throw distribution within the fault, by concentrating on the
assumption that the fault throw used to derive across-fault
transmissibilities is accommodated within a single slip surface

containing a discrete thickness of fault rock. This is known to
be a massive simplification of the complex 3D structure
associated with faults, and various conceptual models rational-
ize aspects of this complexity with varying degrees of success
(e.g. Caine et al. 1996; Childs et al. 1996; Walsh et al. 2003a). The
conceptual model used in this work is summarized schemati-
cally in Figure 12, using cartoons of idealized fault geometries
(Fig. 12a) referenced to a recent compilation of fault measure-
ments (made perpendicular to the fault strike) indexed to
overall fault throw (Fig. 12b).

The assumption generally made in flow simulation modelling
is that the cell offsets represent a single, planar fault, containing
a discrete thickness of low permeability fault rock (Figs 12a, i).
This simplistic fault model is observed very seldom at outcrop,
and natural faults generally exhibit some or all of the geometri-
cal complications shown schematically in Figures 12a ii–viii).
Often a fault is surrounded by a distributed zone accommodat-
ing part of the overall fault offset. The strain in this region may
either be accommodated by ductile deformation manifest as a
normal drag zone (e.g. Fig. 12a ii), through brittle faulting, in
which case it is generally referred to as a damage zone (e.g. Fig.
12a iii), or through a combination of the two (e.g. Hesthammer
& Fossen 2000).

Most of the offset in natural faults is accommodated in a
narrow zone within this normal drag/damage zone, but usually
not on a single through-going planar structure as implied by
Figure 12a i–iii. Instead, two discrete slip surfaces accommo-
dating a significant fraction of the overall offset, and bounding
a more or less deformed zone of wall-rock, are frequently
observed (e.g. Fig. 12a iv). Such throw partitioning may
strongly modify the flow geometry associated with the fault,
since multiple slip surfaces do not result in the same juxta-
positions as one surface containing the aggregate throw (e.g.
Fig. 10f; Childs et al. 1997; Hesthammer & Fossen 2000),
particularly if bed rotations in the fault-bounded lenses also
occur (e.g. Fig. 12a v). The multiple-slip surface geometry
shown in Figure 12a iv could derive from a cross-section
through the centre of any of the three block diagrams in Figure
12a vi–viii, which show a fault-bounded lens (vi), and singly-

Fig. 12. (a) Cartoons of fault zone complexities: (i) fault rock; (ii) normal drag zone; (iii) damage zone; (iv) paired slip surfaces; (v) paired slip
surfaces with a rotated fault lens; (vi) fault lens; (vii) singly-breached relay zone; (viii) intact (i.e. unbreached) relay zone. (b) Compilation of field
measurements coloured according to identifiable fault zone structure. The black, brown and red lines indicate the scale-independent models used
in this work for fault rock thickness (this is representative of the harmonic average of the distribution; Manzocchi et al. 1999), for paired slip
surfaces and for unbreached fault relay zones, respectively. The blue line is the scale-dependent relationship used for the damage zones. See text
for discussion.
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breached (vii) and unbreached (viii) relay zones. Clearly the
across-fault flow implications of these structures are vastly
different, implying that conceptual models of fault zone struc-
ture, if applied to flow issues, must be three-dimensional as a
basic prerequisite.

Figure 12b indicates the existence of a continuum of
geometrical fault zone complexities on faults of particular sizes
ranging from fault rock through more or less damaged fault
zones (the requirement for defining a fault zone in Fig. 12b is
the presence of recognizable wall rock within a zone bounded
by discrete, kinematically related, synthetic slip surfaces)
through to more systematic structures with the recognizable
geometry of breached and unbreached relay zones. The gener-
ation and evolution of these structures within a growing fault
are beyond the scope of this paper and will be discussed
elsewhere. The present paper is concerned with establishing
and applying quantitative descriptions of them, so that the
effects of realistic fault zones on oil production may be
determined in these example reservoir models. Three different
effects are considered and, in each case, the revised transmis-
sibilities associated with the changes in fault model are included
in the simulation models using the geometrical upscaling
approach described in the previous section. The first effect
considered comprises a range of deterministic parameteriza-
tions of brittle fault damage zones or ductile normal drag zones
(e.g. Fig. 12a ii, iii). In these models, the zones are expressed by
functions defining: (a) the fraction of fault throw taken up by
minor faults or ductile drag around the main fault; (b) the width
of the damage zone; (c) the total thickness of faults in the
damage zone; and (d) the permeability of the damage zone
faults. In the second set of models, different proportions of the
total fault lengths are assumed to comprise paired rather then
single slip surfaces (e.g. Figs 10f, 12a iv). The third set of
models comprises four parameterizations of relay zones placed
stochastically on faults according to different models of relay
frequency and damage (e.g. Figs 10g, 12a viii).

Effects of normal drag and damage zones

The effects on production of localized zones around the faults
containing minor faults and/or accommodating a portion of
the fault throw are addressed through three deterministic fault
models applied to each structure. Case 1 includes only changes
to the fault properties and juxtapositions arising from local
normal drag zones. Case 2 includes only the effect on equiva-
lent fault permeability of an explicit damage zone of low
permeability faults. Case 3 includes both effects.

The model of local normal drag assumes that the planar fault
surface included in the simulation model comprises a portion of
the throw taken up by ductile normal drag. The conceptual
model behind the equation used to model the resultant reduc-
tion in localized fault throw is that a fault is initially manifest as
a distributed region containing no discrete fault surfaces longer
than the scale of a simulator grid-block (i.e. in these examples,
75 m). Only once the fault throw accumulates beyond a
particular throw threshold does it localize onto a single,
through-going surface, and subsequent growth is accompanied
by a progressive reduction in the fraction of the total throw
accommodated by ductile processes around the fault. The
equation used to model this effect is d�f=df�1��2df�

�1�40,
where d�f is the modified throw used to redefine juxtapositions
and calculate transmissibilities, and df is the throw explicitly
included in the model. The function implies a pre-localization
offset of 0.5 m accommodated by normal drag. With a 10 m
aggregate throw (df), the localized throw (d �f) is 1.3 m and 40%
of the incremental throw is accommodated on the localized

fault surface. With a 25 m aggregate throw, the localized throw
is 11 m and only 20% of the incremental throw is accommo-
dated by normal drag. This rather severe model is put into
context by examples such as the one discussed by Hesthammer
& Fossen (2000), who described a 100 m offset fault in which
only 9 m of the total throw is accommodated on a discrete slip
surface; the remainder is accommodated by ductile normal drag
within a zone extending c. 100 m on either side of the fault.

The effects of a damage zone comprising minor faults
around the main surface are included in the simulation models
using a quantitative parameterization based on field observa-
tions. The damage zone width (tdz ) is assumed to be related to
the throw on a fault according to the expression tdz=30xexp��x�,
where x=�log10�df+1��/3) . This relationship is based on the
field measurements shown in Figure 12b (Beach et al. 1999;
Hesthammer & Fossen 2000; Shipton & Cowie 2001) and is
compatible with the normal drag expression used above, since
it implies a linear increase in damage zone thickness with
increasing throw up to a throw of c. 0.5 m, followed by a
gradual deceleration of damage zone expansion as the fault
becomes more localized. The volumetric fraction of the damage
zone comprising low permeability fault rock (gouge density; dG)
is calculated as a function of the cell porosity using the
expression dG=0.1�1.5 . This expression results in dG =1.6% in a
30% porosity rock, comparable with values observed close to
large faults in high porosity sandstones by Antonellini & Aydin
(1994; see also Manzocchi et al. 1998 for a discussion of realistic
dG values). The permeability of faults in the damage zone is
estimated using the same expression as used in the rest of the
modelling, and by assuming that their SGR is equal to the Vshale
of the cell in which they are contained. The Vshale of the best
quality facies present (i.e. the upper shoreface) is c. 0.15, hence
the permeabilities of the damage zone faults in this facies are
about 0.005 mD; i.e. five orders of magnitude lower than the
undeformed grid-blocks. The permeability contrast in the
poorer quality facies is less severe. The effects of the damage
zone are implemented in the pre-processor by modifying the
fault rock permeability so that it also includes the reduction in
equivalent cell permeability arising from the adjacent damage
zones. The damage zones result in a net reduction in equivalent
fault rock permeability of between about 20% and 95%, with
the largest reductions observed on smaller throw faults adjacent
to less clay-rich cells (Fig. 13).

Simulation results show that these effects can influence oil
production quite significantly, particularly for Structure B (Fig.
4). The models including only deterministic drag (Case 1)
increase production by an approximately equivalent amount as
increasing all fault permeabilities by a factor of 10. The case
including only the damage zones (Case 2) lies approximately
midway between the datum case and the case with permeabili-
ties a factor of 10 lower, comparable with the observed
decrease in effective fault permeability (Fig. 13). When both
factors are included (Case 3) they are either beneficial or neutral
with respect to the datum case.

In Structure B, the production profile for Case 1 is among
the group of outliers (including some of the relay cases as well
as the deterministic case with permeabilities one order of
magnitude higher) with much higher production rates (Figs 3c,
d). The normal drag function applied means that faults with
throws up to 9 m have localized throws of less than 10% of
their aggregate throw. In Structure B, most of the critical fault
segments contain areas in which the fault throw is less then 9 m
and, therefore, flow paths between compartments exist for
which the modified fault throw is less than 10% of the throw in
the deterministic model. Since fault rock thickness scales
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linearly with fault throw, and because a reduction in fault rock
thickness by an order of magnitude has the same effect on
transmissibility as an increase in fault rock permeability by the
same amount, inter-compartment flow paths in Case 1 are
controlled by similar fault rock effects as they are in the
deterministic case with faults one order of magnitude more
permeable. Hence, the production profiles for these cases are
similar (Figs 3c, d, 4f). For Case 3, the presence of the damage
zone provides sufficient impairment for the production profile
to fall within the main cluster of profiles (Figs 3c, d), despite the
reduced fault throws and, although this case has a similar total
recovery to the Case 1 model (Fig. 4), production from the
latter occurs much more quickly.

Effects of paired slip surfaces

Two models containing paired slip surfaces are considered. In
Case 1, faults are assumed to comprise single slip surfaces over
70% of their length, and paired slip surfaces over 30% of their
length. In Case 2, these percentages are reversed. The locations
of the paired slip surfaces are chosen at random, and the total
throw is always assumed to be accommodated equally between
the two (e.g. Fig. 10f). The horizontal distance between the two
faults influences the transmissibilities and is modelled as a
function of aggregate throw (Fig. 12b). The results for three
realizations show modest increases in production for both fault
systems (Fig. 4).

The geometrical model used to define the fault lenses in
these realizations is geometrically rather simplistic, since it does
not include rotations parallel to either the fault strike or dip.
Inclusion of these additional fault zone properties would result
in a range of production profiles with end-member cases similar
to the deterministic normal drag cases discussed above for
rotations parallel to fault strike (Fig. 12a v), and to the cases
with unbreached fault relay zones discussed below for rotations
perpendicular to fault strike (e.g. Fig. 12a viii).

Effects of fault relay zones

The degree of segmentation within a particular fault system is
attributed generally to strong rheological contrasts and hetero-
geneities within the rock volume containing the propagating
fault, and to the orientation of the fault with respect to the
regional extension direction and bedding orientation (e.g.

Mandl 1987; Childs et al. 1995, 1996; Huggins et al. 1995; Walsh
et al. 2003a; Schöpfer et al. 2007). The objective in the present
work is not to attempt to derive an equation linking the degree
of fault segmentation with all its possible causes, but to identify
a simple function allowing realistic segmentation (manifest in
these examples as unbreached relay zones) to be included
within the continuous fault surfaces contained in the simulation
models. The fundamental observation guiding this function is
the requirement for fault traces with larger throws to contain
fewer, but larger relays.

The expression used in the modelling is f=Bdf
�1 where f is

the frequency of relays (number per metre) on a fault with
throw df . The expression is applied stochastically in the reser-
voir simulator pre-processor, which calculates the probability
that each stack of faulted cell edges contains a relay based on
consideration of the local throw and the length of the relevant
edge of the faulted cell stack. Once a relay has been assigned at
a particular location in the model, its dimensions (width and
length) are also assigned as a function of the local throw. The
present study uses ratios of 1:1 between throw and ramp width,
and 2:1 between ramp length and throw to give relay zones
representative of natural examples (e.g. Huggins et al. 1995;
Imber et al. 2004; Soliva & Benedicto 2004). An example
realization generated using B=0.01 is shown in Figure 10h, with
the geometry of one of the ramps shown in Figure 10g.

Figure 14 contexturalizes the relay frequency model against
natural data. Since the model includes linear dependencies
between fault throw and both the frequency and geometry of
the relays, it is scale independent. Figure 14a shows sets of
idealized trace maps scaled to different fault throws at two
different values of B. These maps can be compared to natural
systems (e.g. Fig. 14b, which shows a horizon coherence slice
of a highly segmented system of intraformational faults; see
Bailey et al. 2003, for details) to give a semi-quantitative
impression of what frequency constant B might be. Segmenta-
tion in Figure 14b appears to be representative of B�0.04 .
Figure 14c compares the populations of relays modelled in
three realizations of the two constants used on Structure A with
those obtained from outcrop or seismic interpretation. The
natural examples show approximately power-law relay popula-
tions down to a vertical and lateral cut-off value determined by
the resolution of the data. The relays in the simulation models
are smaller since they are below the resolution of the seismic

Fig. 13. Reduction in fault permeability when the effects of damage zones adjacent to faults are included as equivalent properties within the fault
rock permeability.
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data but fall within the same envelope, implying that the values
of B used in the modelling are representative of natural fault
systems.

Three realizations each of four cases were applied. In Cases
1 and 2 the relay zone permeabilities are identical to the cells
they derive from, and frequency constants (B) of 0.01 and 0.04
define low and high segmentation cases, respectively. Cases 3
and 4 both contain the high segmentation case, but the ramps
are assumed to contain minor faulting resulting in a one order
of magnitude (Case 3), or two orders of magnitude (Case 4)
reduction in equivalent permeability in both the along-ramp
and across-ramp directions; these are similar magnitudes of
damage to those calculated for the Delicate Arch ramp in Utah
by Rotevatn et al. (2007). Production results (Fig. 4) show that
these realistic relay populations can have a very significant
influence on production, particularly on the compartmentalized
(in its deterministic non-segmented state) Structure B reservoir.
The models containing higher relay frequencies perform better
than the lower frequency ones, irrespective of whether or not
the ramps are damaged. What is surprising is that the models
containing moderately damaged ramps (Case 3) perform about as
well as (Structure A) or perhaps even better than (Structure B)
the models with equivalent densities of undamaged ramps (Case
2). This is because up-ramp flows are impeded sufficiently in the
damaged models such that the compartments downstream of
them are better swept as relatively more flow is obliged to pass
through the portions of faults that do not host relay zones.

DISCUSSION AND CONCLUSIONS

The first objective of this work was to discuss effects on
production of a broad range of issues associated with fault-
related uncertainties and simplifications applied in reservoir
simulation modelling programs even when a sound geological
basis is used for across-fault transmissibility calculations.
Results show that many of the factors considered, which are
based on plausible geological descriptions, can impact field
production significantly.

Cross-plots of discounted versus non-discounted total oil
production (Figs 4e, f) show approximately linear trends for
both structures, with many of the same cases occupying similar
relative positions. On the whole, the fault-related alterations are
much more significant for the compartmentalized Structure B

reservoirs than for the Structure A ones, with the latter tending
to have higher discounted recovery for the same total recovery
(Fig. 4f), reflecting their higher initial production rates (Fig. 3).
There are, however, some notable outliers. These are the
sub-seismic fault cases which have lower than average dis-
counted production for their total recovery in Structure A (Fig.
4e), and the normal drag and some relay cases for Structure B,
which show the opposite. The plots also show that increasing
fault rock transmissibility and increasing fault system segmen-
tation have different effects on the two structures. In Structure
A, an increase in fault rock transmissibility (reflected in the
more permeable reference case and Case 1 from the damage
zone/drag set of models) results in similar recovery but higher
discounted recovery compared to the datum case. Structure A
models with greater segmentation (i.e. the relay cases) are the
best performers on the same trend as the bulk of the models
(Fig. 4e). In Structure B, however, both these effects have a
similar influence on production and the more segmented relay
models as well as the two models with greater fault rock
transmissibility are contained in the same group of Structure B
outliers which are representative of the production behaviour
of the Structure A reservoirs rather than the rest of the
Structure B ones (Fig. 4f).

The behaviour of each model can be explained; however,
because the production characteristics show inconsistent and
quite complex dependencies on the fault-related parameters, it
is unlikely that they could all have been predicted. Overall,
therefore, it is considered that the results demonstrate the
difficulty of generalizing on what the effect of a specific
fault-related alteration might be. The two example reservoirs
used in this study are very similar (they have identical sedimen-
tological models, fluids, production mechanisms, volumetrics,
over-all reservoir geometry and deterministic fault property
predictors), yet the same modification has sometimes had very
different effects. Reservoirs with entirely different geological or
production-related characteristics may show vastly different
sensitivities to the same fault-associated modification as the
reservoirs used here. Moreover, even once the overriding
controls have been established, it is still impossible to reliably
second guess the influence of specific modifications, and
intuition does not necessarily help. The models with moderately
damaged relay zones, for example, have higher recovery factors

Fig. 14. (a) Scaled fault trace maps of relay populations modelled according to characteristic throw: length and throw: width ratios and the
two frequency constants (B) indicated. (b) Horizon continuity map for intraformational faults in the Porcupine Basin (after Bailey et al. 2003).
(c) Populations of natural relay zones interpreted from seismic and outcrop examples (black and green), compared with three realizations of the
low (Case 1, red curves) and high (Case 2, blue curves) relay frequency models applied to the Structure A reservoirs. The two relays large enough
to be represented explicitly within the model (Fig. 2a) are shown as red dots and define the upper end of these populations. The green data derive
from a larger-scale analysis of the fault system upon which Structure A is based (e.g. Walsh et al. 2003b). See text for discussion.

T. Manzocchi et al.106



than those containing undamaged relay zones, and the models
containing sub-seismic faults have higher recovery factors than
those that omit them. Neither of these results is intuitive and
sensitivity modelling therefore seems to be the only reliable
means of assessing the significance of many fault-related
production effects.

The second objective of this work has been to discuss
methods for applying these generally neglected fault-related
uncertainties in routine full-field production simulation. The
approach used in the pre-processor described in this work is to
represent the fault-related features at the resolution of the
full-field flow simulation model, rather than by using local grid
refinements. This approach is at odds with other ongoing
research in which local grid refinements are preferred for
the representation of, for example, fault zone structure (e.g.
Syversveen et al. 2006) or two-phase fault rock properties (e.g.
Berg & Øian 2007). Although different groups of workers may
apply different geological idealizations of faults to define either
the content and structure of the locally refined grids or the
input to an upscaling solution, the overriding aim is identical: to
represent more accurately the flow implications of fault-related
geological heterogeneity. A flexible pre-processor should be
capable of including different conceptual fault heterogeneity
models provided that they are parameterized appropriately. The
difference between the approach here and others is therefore
fundamentally a practical engineering decision. It is not in
contention that a more accurate solution should be obtained if
a well-designed discrete grid is used, and high resolution flow
modelling will always be required to validate fault-related
upscaling methods (e.g. Manzocchi et al. 1999, 2002). However,
given that the critical heterogeneities, even within large-
displacement faults, are often on sub-millimetre scales, repre-
senting discretely the fault zone structure whilst minimizing
numerical dispersion is likely to increase massively the number
of cells in a model, and realistic three-dimensional heterogen-
eity in a fault through a layered sequence cannot be represented
in a refined grid only dozens of cells wide. Some degree of
upscaling will always be necessary. The most pragmatic ap-
proach is to upscale directly to the scale of the full-field flow
simulation model, allowing effects of fault-related uncertainties
to be assessed within the same simulation grid as other
geological variables for which the requirement for upscaling is
not questioned (e.g. lamina-scale sedimentary structure, which
can have a large impact on production).

Establishing fault rock, fault throw and fault zone sensitivity
models appropriate for particular fields relies on field-specific
data and interpretations, and may result in quantitative models
of the kinds of effects considered in this paper, but with
different underlying dependencies and formulations. The fault-
related parameterizations applied in this paper have been
derived from general geological considerations, conditioned –
where available – to quantitative public domain data. However,
neither the range of uncertainties considered, nor the exact
manner in which they have been modelled, are necessarily
suitable to any particular field. For example, Hesthammer &
Fossen (2000) discussed appropriate uncertainty models for the
faults in the Gullfaks Field, including, among other things,
depth dependencies on the properties of faults within damage
zones. Provided the pre-processor to the reservoir simulator is
sufficiently flexible to allow case-specific instructions, the ef-
fects of this (or other) dependencies can be included readily in
the simulation model. Similarly, there is no reason why the
properties modelled stochastically should not include determin-
istic components, or vice versa. Kinks in fault traces, for example,
are often associated with breached or unbreached relay zones
below the resolution of the seismic data. If a few relays are

believed to be at particular locations on particular faults in the
model, then they should be placed there deterministically,
perhaps (but not necessarily) in conjunction with stochastic
placement of other relays.

The same parameterization of stochastic throw uncertainty
has been applied across all faults in the models; but in many
instances the interpreter may be faced with ambiguous choices
across only particular faults, in which case deterministic throw
modifications targeted only to these faults should be applied.
Similarly, a small fault omitted from the simulation model
might be inferred from the production behaviour or identified
by later inspection of the seismic volume. The precise location
and throw of this fault should be added to the model
deterministically, using the same procedures applied stochasti-
cally to model the sub-seismic fault populations. Conversely,
the juxtaposition and fault rock effects of a fault included
explicitly in the simulation model geometry should be replaced
with unfaulted equivalents if it is decided that the fault does not
actually exist. Combining these two approaches allows an
assessment to be made of the sensitivity to uncertainties in fault
locations.

The focus of this study has been on faults that are large
enough for explicit representation at the resolution of the
simulation model (these will generally be those that are resolv-
able seismically; however, as in the models examined, larger
sub-seismic faults can sometimes also be included explicitly).
Small-scale sub-seismic fault arrays have been considered in this
paper only when they are spatially associated with large-scale
faults (in these examples either as damage zones surrounding
faults or within a damaged relay zone). However, clusters of
deformation bands isolated from seismically resolvable faults
may also influence reservoir-scale flows if the faults are low
permeability and if the array is sufficiently well connected or
strongly anisotropic (e.g. Manzocchi 1997). As a rule, deforma-
tion band arrays with permeabilities greater than about three
orders of magnitude lower than the rock in which they are
contained do not significantly influence equivalent permeabili-
ties. This is because deformation band clusters are generally at
least an order of magnitude less dense at scales relevant to
full-field flow simulation (i.e. the scale of a grid-block) than the
20% volume fraction chosen to discuss their significance by
Sternlof et al. (2004).

Another important aspect not discussed in this paper is the
choice of fault rock property predictor, since the focus here has
been on less conventional sources of uncertainty. In all the
models presented, the same deterministic relationship between
fault rock thickness and fault throw has been used, but fault
rock thickness could be varied using similar approaches to
those used for fault rock permeability. Fault permeability is
often characterized using rather more dependencies than thick-
ness, and different property algorithms are preferred for faults
formed in different host rocks or under different conditions.
Even when a particular algorithm is used, it may have a
different formulation in different companies (e.g. compare the
definitions of Clay Smear Potential; CSP, given by Fulljames
et al. (1997) with that given by Yielding et al. (1997)), and some
companies favour their own proprietary algorithms which may
or may not be variants on public domain ones. A generalized
form of all common equations is given by:

FSP = �
First cell face

Last cell face

ThrowLThicknessMDistanceNEffectiveVshaleP (1)

where different values of the exponents L, M, N and P define
the fault surface proxy-property (FSP). For example, setting
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L=�1, M=1, N=0 and P=1 results in FSP=SGR. Setting L=0,
M=2, N=�1 and P=0 gives FSP=CSP; but different options
are needed to define the distance term and how the summation
is performed to determine whether this CSP is equivalent to the
algorithm of Fulljames et al. (1997) or Yielding et al. (1997).
Setting L=1, M=�1, N=0 and P=0 gives FSP=SSF (Shale
Smear Factor; Lindsay et al. 1993). Other exponents can give
more specialist algorithms, for example dimensionless, Vshale
and distance-weighted hybrids of SGR and CSP. Flexibility in
the pre-processor can, therefore, be included by applying this
generalized equation, and by allowing different FSP measures to
be used on different faults in the same model, or a number of
FSP measures to be used sequentially on the same faults (e.g.
CSP might be used to model transmissibility barriers for
continuous shale smears, followed by SGR to determine the
permeability of those portions of the fault with CSPs lower
than the cut-off applied in the first step). Although it allows
significant flexibility, the generalized equation does not, of
course, allow inclusion of all possible approaches (for example,
probabilistic Shale Smear Factor; Childs et al. 2007; Manzocchi
et al. 2007, or orientation-controlled slip-tendency modelling;
Streit & Hillis 2005), and determining appropriate algorithms
for estimating fault permeability remains an important area of
active research. The modelling considerations in the current
paper, however, indicate that other fault-related factors which
receive less attention can also be extremely significant for
managing the production uncertainty in faulted reservoirs.

APPENDIX A:
The expressions used for defining the default (Case 1) set of
two-phase input fault rock properties follow Manzocchi et al.
(2002) and are:

�f = 0.05kf
0.25. (A1)

SwOR = 0.85 (A2)

SwC = SwOR � 10� 0.6exp�� 0.5log10kf� (A3)

Se = �Sw � SwC�/�SwOR � SwC� (A4)

PCD = 3Se
� 0.67�f

0.5kf
� 0.5 (A5)

PCI = 3�1 � Se
5�Se

� 0.67�f
0.5kf

� 0.5 (A6)

krw = 0.3Se
3. (A7)

kro = 0.85�1 � Se�
3. (A8)

In these equations kf is the intrinsic (i.e. single-phase) fault
rock permeability (mD), �f is fault porosity, Sw is water
saturation, SwOR is irreducible water saturation, SwC is connate
water saturation Se is effective water saturation, PCI and PCD are
capillary pressure for faults in the imbibition and drainage
cycles (bars), and krw and kro are the water and oil relative
permeabilities. The fault rock capillary threshold pressure is
given from equation (A5) at an Se value of 1.0. Note that the
water saturation-dependent fault rock property curves used in
the upscaling (equations A5–A8) are exclusively dependent on
the intrinsic fault rock permeability (kf ).

The exponents of the capillary pressure equations were
found to be among the most sensitive lamina-scale parameter
on the upscaled cell pseudorelative properties in the SAIGUP

models (Stephen et al. 2008) and, for Case 2, the exponent in
the fault rock capillary pressure equations (A5, A6) is changed
from 0.67 to 1.5. Petrophysically, this modification represents a
reduction in grain sorting (e.g. McDougall & Sorbie 1992). In
Case 3, the capillary pressure exponent is kept at 0.67, but the
oil relative permeability endpoint value is made a function of
absolute permeability. This follows from the observation (e.g.
Al-Busafi 2005; Q. J. Fisher pers. comm. 2006) that the very
limited available experimental data for low-permeability fault
rock may indicate a dependence. The expression used here is
kro=kroEndpoint�1�Se�

3 , where the endpoint relative permeability
is defined by the rather arbitrary expression:

kroEndpoint = 0.85�0.25log10�kf + 1��0.2exp�� 0.25log10�kf + 1�� (A9)
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